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1 MORE BACKGROUND
1.1 Score Distillation Sampling
In Score Distillation Sampling (SDS), a pretrained, frozen diffusion
model is employed to estimate the score—i.e., the gradient of the
log-density—of the conditional distribution 𝑝(𝑥 | 𝑦). The key idea
is to optimize a generator function

𝑥 = 𝑔(𝜃 )

with respect to 𝜃 so that the generated data (e.g., an image or an
audio) 𝑥 attains high likelihood under the diffusion model’s learned
density. To this end, we define a differentiable loss LSDS whose
minimization produces samples resembling those from the diffusion
model.

LDiff(𝜙, 𝑥 = 𝑔(𝜃 )) = 𝑤 (𝑡 )∥𝜖𝜙 (𝑥𝑡 , 𝑦, 𝑡 ) − 𝜖 ∥2
2

In effect, we solve

𝜃∗ = arg min
𝜃

𝐿Diff(𝜙, 𝑥 = 𝑔(𝜃 )),

where LDiff(𝜙, 𝑥 ) is the original diffusion training loss used to learn
𝑝(𝑥 | 𝑦), and 𝜙 denotes the parameters of the frozen diffusion model.

More precisely, the gradient of the diffusion loss with respect to
𝜃 is given by

∇𝜃LDiff(𝜙, 𝑥 = 𝑔(𝜃 )) = E𝜖,𝑡


𝑤 (𝑡 )

(
𝜖𝜙 (𝑥𝑡 , 𝑦, 𝑡 ) − 𝜖

)
·
𝜕𝜖𝜙 (𝑥𝑡 , 𝑦, 𝑡 )

𝜕𝑥𝑡︸        ︷︷        ︸
Jacobian

· 𝜕𝑥𝑡
𝜕𝜃


.

Since computing the U-Net Jacobian 𝜕𝜖𝜙
𝜕𝑥𝑡

is computationally ex-
pensive and poorly conditioned at low noise levels, we omit this
term [14]. The simplified gradient becomes

∇𝜃LSDS(𝜙, 𝑥 = 𝑔(𝜃 )) ≈ E𝜖,𝑡

[
𝑤 (𝑡 )

(
𝜖𝜙 (𝑥𝑡 , 𝑦, 𝑡 ) − 𝜖

)
· 𝜕𝑥𝑡
𝜕𝜃

]
.

Intuitively, this update nudges 𝑥 in a direction that increases its
(conditional) likelihood according to the diffusion model’s learned
score function.

1.2 Delta Denoising Score
In image domain, using SDS to perform image editing directly
suffers blurry issues [6], where the gradient of vanilla SDS can be
decomposited into two components:

∇𝜃L𝑆𝐷𝑆 (𝑥,𝑦, 𝜖, 𝑡 ) := 𝛿text + 𝛿bias (1)

where component 𝛿text is a desired direction that directs the opti-
mization to match the condition 𝑦 (i.e., 𝑦 is a target prompt in the
editing setting), and 𝛿bias is undesired component which causes
unintended editing on the results such as blurry and smooth.

In the image editing task, given matched and unmatched image-
prompt data pairs {𝑥src, 𝑦src} and {𝑥,𝑦tgt}, respectively. The delta
denoising loss can be formulated as

LDD(𝜙, 𝑥, 𝑥src, 𝑦src, 𝑦tgt)

= E𝜖,𝑡 [𝑤 (𝑡 )∥𝜖𝜙 (𝑥𝑡 , 𝑦tgt, 𝑡 ) − 𝜖𝜙 (𝑥src𝑡 , 𝑦src, 𝑡 )∥2
2] (2)

where 𝑥𝑡 and 𝑥src𝑡 shares the same sampled noise 𝜖 .
Same as in SDS, by omitting the Jacobian over the diffusion

model, the gradient over the geneator parameter 𝜃 is given by

∇𝜃LDDS = E𝜖,𝑡 [𝑤 (𝑡 )(𝜖𝜙 (𝑥𝑡 , 𝑦tgt, 𝑡 ) − 𝜖𝜙 (𝑥src𝑡 , 𝑦src, 𝑡 ))
𝜕𝑥

𝜕𝜃
] (3)

By adding and subtracting 𝜖 in Eq. 3, the DDS can be represented
as a difference between two SDS scores:

∇𝜃LDDS = ∇𝜃LSDS(𝑥,𝑦tgt) − ∇𝜃LSDS(𝑥src, 𝑦src) (4)

Thus, [6] claimed the non-zero gradient of the second term in
Eq. 4 can be attribured to the noisy direction

∇𝜃LSDS(𝑥src, 𝑦src) ≈ 𝛿bias (5)

By subtracting the bias term, DDS can be considered a distilled
direction that concentrates on editing the relevant portion of the
inputs (i.e., image) to match to the target prompt 𝑦tgt.



1.3 Denoising Diffusion Implicit Model
Given a diffusion probabilistic model parameterized by 𝜙  and a dif-

fusion process defined as 𝑞(𝑥𝑡 |𝑥0) := N(𝑥𝑡 ; 
√
𝛼𝑡 𝑥0, (1 − 𝛼𝑡 )𝐼 ), wherethe 𝛼𝑡 represents the variance of the forward diffusion process at 

time step 𝑡 , 𝑥𝑡 represents the noised latent representation of the 
data 𝑥0. The DDIM [15] defines a update rule in the reverse diffusion 
process, which the formulation is given by

𝑥𝑡−1 =
√
𝛼𝑡−1(

𝑥𝑡 −
√

1 − 𝛼𝑡𝜖
(𝑡 )
𝜙

(𝑥𝑡 )
√
𝛼𝑡

)︸                               ︷︷                               ︸
‘predicted 𝑥0’

+
√︃

1 − 𝛼𝑡−1 − 𝜎2
𝑡 𝜖

(𝑡 )
𝜙

(𝑥𝑡 )︸                       ︷︷                       ︸
‘direction pointing to 𝑥𝑡 ’

+ 𝜎𝑡𝜖𝑡︸︷︷︸
‘random noise’

(6)

where 𝜎𝑡 is a free variable that controls the stochasticity in the
reverse process.

DDIM Inversion. By setting 𝜎𝑡 to 0, we can obtain a determin-
istic update rule which can be reversed to a deterministic mapping
between 𝑥0 and its latent representation 𝑥𝑇 . The inverse mapping
is refered as DDIM inversion, which is formulated as

𝑥𝑡+1√
𝛼𝑡+1

− 𝑥𝑡√
𝛼𝑡

= (
√︂

1 − 𝛼𝑡+1
𝛼𝑡+1

−
√︂

1 − 𝛼𝑡

𝛼𝑡
)𝜖(𝑡 )
𝜙

(𝑥𝑡 ) (7)

1.4 Classifier-free Guidance
Given a diffusion model jointly trained on conditional and uncondi-
tional embeddings. In the sampling phase, samples can be generated
using classifier-free guidance (CFG) [7]. The prediction with the
conditional and unconditional estimates are defined as following
equation

𝜖𝜔
𝜙

(𝑥𝑡 , ℎ𝑡 ) := 𝜔𝜖𝜙 (𝑥𝑡 , 𝑦, 𝑡 ) + (1 − 𝜔)𝜖𝜙 (𝑥𝑡 ,∅, 𝑡 ) (8)

where 𝜔 is the guidance scale that controls the trade-off between
mode converage and sample fidelity, and ∅ is a null token used for
unconditional prediction.

2 USER STUDY
2.1 User Preference Study for Model

Comparison

We follow the design of [10] for this user preference study. This
user preference study contains two parts, the first part is for eval-
uating text-guided music editing methods and the second part is
for evaluating the personalized music editing methods. We ran-
domly select 10 source musics with corresponding source and tar-
get prompts from ZoME-Bench [9] dataset in this user study, each
music has 10 seconds duration. For each question, we provide two
edited music, one is obtained by our method and the other one is
obtained by the compared method, users are asked to select the
best matched edited music according to the question. We distribute
this user study questionnaire to some open-public groups who are
interested in music and have at least one year music training. The
order of questions and edited samples are also randomly shuffled
in our questionnaire.

For the first part, we include 20 questions with 10 source mu-
sics and compare with two methods (i.e., MusicMagus [20] and
ZETA [10]). For each question, we provide a source music, a edit
instruction and two edited results. We ask users to select the best-
matched result from the two provided results according to the
question. Figure 1 and Figure 2 demonstrate the tutorial to guide
users to select the best matched choice before the main listening
test of text-guided music editing, and an exact sample question in
this user study.

For the second part, we include 20 questions with 10 source
musics and compare with two methods (i.e., DreamSound [13] and
Textual inversion [13]). For each question, we provide a source
music, a edit instruction, a reference music for the target style, and
two edited results. We ask users to select the best-matched result
from the two results provided according to the question. Figure 3
and Figure 4 demonstrate the tutorial to guide users to select the
best matched choice before the main listening test of personalized
music editing, and an exact sample question in this user study.

This user study is anonymous, before the user study, participants
were asked to provide their age and number of years for music
training.

2.2 Mean Opinion Score Study
In order to test the objective metric sensitivity, we conduct ad-
ditional mean opinion score (MOS) study to further verify our
method compared to the baselines for source music correspon-
dence and target style consistency subjectively. Similar as the user
preference study in Section 2.1, the MOS study contains two parts:
The first part is to verify SteerMusic with 4 baselines (DDIM [15],
SDEdit [11], ZETA [10], and MusicMagus [20]), which contains 5
randomly selected source music with edited results. The second
part is to verify SteerMusic+ with 2 baselines (Textual inv. and
DreamSound [13]), which contains 5 randomly selected source mu-
sic with edited results. Each music sample has 10-second duration,
the MOS study test takes approximate 15 minutes to be completed.
The order of questions and edited samples are randomly shuffled
in our questionnaire. We distribute this user study questionnaire to
some open-public groups who are interested in music and have at
least one year of music training.

Each of the edited results is followed by two questions:

(1) Please rate how well the content (e.g., melody and vocal
elements) remains consistent with the source music.

(2) Please rate how well the edited result matches the target
style.

Participants were asked to give their rate from 1- Bad to 5-Excellent.
Example questions for part 1 and part 2 can be found in Figure 5
and Figure 6. We collected 23 complete responses for Part 1 and 20
full responses for Part 2 from participants with at least 1 year and
on average 3 years of music training experience.

3 EXPERIMENTAL DETAILS
3.1 Evaluation Metrics
In our experiment for zero-shot text-guided music editingt task, we
follow [4, 5, 10] , and use the "music_audioset_epch_15_esc_90.14.pt"
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Figure 1: The tutorial for a sample question before the text-guided music editing listening test.

checkpoint of LAION-AI [2, 17] to calculate the CLAP score be-
tween target prompts and edited music. Since ZoME-banch [9]
dataset contains music clips with 10-second duration, and since
this checkpoint was trained for 10-second long segments. We do
not apply windows when calculating the CLAP score.

We use CQT2010 function in nnAudio library 1 to calculate CQT
features, where we set n_bins = 128 an bins_per_octave=24 under
16000 Hz sampling rate. For the CQT-1 PCC metric, we follow [8]
and extract the top 1 CQT bins where contains the most of melody
information. The detail CQT-1 PCC metric can be formulated as

CQT-1 PCC =
∑𝑇
𝑖

(𝑐𝑠𝑟𝑐
𝑖

− 𝑐𝑠𝑟𝑐 )(𝑐𝑡𝑔𝑡
𝑖

− 𝑐𝑡𝑔𝑡 )√︃∑𝑇
𝑖

(𝑐𝑠𝑟𝑐
𝑖

− 𝑐𝑠𝑟𝑐 )2 ∑𝑇
𝑖

(𝑐𝑡𝑔𝑡
𝑖

− 𝑐𝑡𝑔𝑡 )2
(9)

where 𝑐𝑖 is the 𝑖th index of CQT-1 value.

3.2 Detail Experimental Results of SteerMusic+
Cross Music Concepts

Table 1 and Table 2 provide detailed results of the model compari-
son for different concepts of musical instruments and music genre.
According to the tables, SteerMusic+ outerperforms the baseline
methods cross different musical concepts, indicating its superiors
for a higher edit fidelity on personalized music editing with en-
hanced instruction-irrelevent source music content consistency.

1https://github.com/KinWaiCheuk/nnAudio

In Table 1, we include an extra objective metric that calculates
cut-off MFCCs cosine similarity (MFCCs COS) between edited mu-
sic and reference music. Following [3], we design this metric as
additional objective metric to evaluate perceptual timbre similarity
between edited results and reference music, where the metric is
given by

MFCCs COS = cos(𝑓 tgt
𝑐 :13, 𝑓

ref
𝑐 :13) (10)

where 𝑓 is a cut-off MFCCs feature of musical signal 𝑥 , 𝑐 represents
the cut-off frequency bins. We set 𝑐 = 3 in our experiment. By
excluding the lower frequency bins of the MFCCs, which primarily
capture pitch and note-related information, the higher frequency
bins can be emphasized to better capture timbre characteristics. The
MFCCs COS metric can potentially measures the timbre similarity.

3.3 More visualization for SteerMusic+
Figure 9 presents an additional visual comparison between Steer-
Music+ and other baseline methods (DreamSound and Textual in-
version) across various musical style concepts on the same source
music, further highlighting the superiority of SteerMusic+ in pre-
serving music content while achieving high edit fidelity aligned
with the target concept.

https://github.com/KinWaiCheuk/nnAudio


Figure 2: A sample question for the text-guided music editing listening test.

Figure 3: The tutorial for a sample question before the personalized music editing listening test.

4 CLASSIFIER-FREE GUIDANCE STRENGTH
4.1 CFG Strength for SteerMusic
Following [6], where a higher CFG value leads to faster optimization
convergence, we conducted an ablation study on SteerMusic using

varying CFG values and DDS gradient scales, as shown in Figure 7.
All experiments were run for 400 optimization steps.

We observe that lower CFG values (e.g., 5) result in lower CLAP
scores, especially when using the same variance scale 𝑤 (𝑡 ). This
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Figure 4: A sample question for the personalized music editing listening test.

suggests that the edited outputs remain closer to the source music,
achieving higher consistency but at the cost of weaker alignment
with the target prompt. As the CFG increases, the model places
more emphasis on the target prompt, resulting in higher CLAP
scores but also an increase in LPAPS, indicating a degradation in
structural consistency with the source. This trade-off becomes more
pronounced with larger DDS gradient scales (e.g., 5 ×𝑤 (𝑡 )), where
the edited results aggressively deviate from the source, leading to a
steep rise in LPAPS despite better CLAP alignment. We find that
moderate CFG values (e.g., 15–30) offer a better balance between
style adaptation and source preservation, especially under lower
DDS scaling. However, beyond a certain threshold (e.g., CFG = 50),
especially at high𝑤 (𝑡 ), the results become over-edited, causing a
sharp increase in LPAPS and instability in content preservation.
Interestingly, we also find increase the gradient scale during op-
timization a bit (e.g., 2 ×𝑤 (𝑡 )) helps to further enhance the opti-
mization convergence. These results highlight the importance of
carefully tuning both CFG and DDS weight scaling to balance se-
mantic alignment and source music content preservation during
text-guided music editing.

4.2 CFG Strength for SteerMusic+
In this study, we conduct an ablation study for CFG strength for
SteerMusic+ on the personalized music editing task. As shown
in Figure 8, we study how CFG value affects the performance on
SteerMusic+. All experiments were run for 400 optimization steps
on a personalized diffusion model fine-tuned on [bouzouki] musical
concept.

According to Figure 8 (a) and (b), under the same optimization
steps, the CFG values controls the closeness of edited results to the

target concept as the higher CFG values leading to a lower CDPAM
score. However, as we mentioned the experiment section in our
main text, it is a trade-off between style consistency and source
music content preservation (indicated by CQT-1 PCC values in
Figure 8 (a) and LPAPS score in Figure 8 (b)). In our experiment,
we set GFG = 15 on SteerMusic+ for the task of personalized music
editing. These results highlight the importance of carefully tuning
CFGweight scaling to balance semantic alignment and sourcemusic
content preservation during personalized music editing.

5 MORE EXPERIMENT AND DISCUSSION FOR
STEERMUSIC ADAPTATION

In this section, we further explore the adaptation of variant score
distillation methods within the SteerMusic framework for zero-
shot text-guided music editing task. Specifically, we investigate two
approaches: the first involves directly adapting the score distillation
sampling (SDS) method [14], as formulated in Eq. 1.1, for zero-
shot text-guided music editing. The second approach leverages
an improved variant of the DDS method, originally proposed for
text-guided image editing, known as Contrastive Denoising Score
(CDS)[12].

5.1 Score Distillation Sampling for Zero-shot
Text-guided Music Editing

In our first attempt, we directly adapt vanilla score distillation
sampling (SDS) [14] method for text-guided music editing, which
the gradient over 𝜃 is given by

∇𝜃LSDS(𝑥,𝑦tgt, 𝜖, 𝑡 ) = E𝜖,𝑡 [𝑤 (𝑡 )(𝜖𝜙 (𝑥𝑡 , 𝑦tgt, 𝑡 ) − 𝜖)
𝜕𝑥

𝜕𝜃
] (11)



Figure 5: A sample question for MOS study test (Part1) for SteerMusic.

where 𝜖 ∼ N (0, 𝐼 ), 𝑡 ∼ U(1,𝑇 ).

5.2 SteerMusic with Contrastive Loss
Regularization

In our second attempt, we draw inspiration from Contrastive De-
noising Score (CDS) [12] by incorporating an additional contrastive
loss regularization to further enhance source music consistency.
The CDS method was originally proposed to solve the limitation of
DDS that cannot maintain spatial structure consistency in edited
images. We coin the variate SteerMusic method with additional
contrastive loss regularization as SteerMusic⋄ .

Inspired by [12], the desired edited results should not only align
well with the target prompt, but also incorporating other music
structural elements such asmelody and harmony of the input source
music. Motivated by [9] that uses self-attention queries to refine
musical structures during editing. Recent studies in image domain
shows that self-attention features of text-to-image diffusion models
are embedded with detailed spatial information, which allows to

build image semantic correspondence using these features [1, 16, 18,
19]. Self-attention features in audio generative diffusion models also
indicates an overall audio structures [9]. To this end, we adopt CDS
method [12] and we include a patchwise contrastive loss between
on self-attention features into SteerMusic, which further enhances
the source music structures on edited results.

DuringDDS gradient computing process, we extract self-attention
features as ℎ̂𝑙 and ℎ𝑙 , where ℎ𝑙 and ℎ̂𝑙 represents the intermediate
features passed through the residual block and self-attention block
conditioned on 𝑦𝑡𝑔𝑡 and 𝑦𝑠𝑟𝑐 , respectively. Unlike PCon loss in
SteerMusic+, we keep the original size of self-attention features
which have shape as R(𝑇𝑙×𝐹𝑙 )×𝐶𝑙 , where 𝑇𝑙 , 𝐹𝑙 , and 𝐶𝑙 represents
the size of temporal, spatial and channel dimension in the 𝑙-th layer,
respectively. The query patch is sampled from the feature map ℎ𝑙 .
We denote 𝑠 ∈ {1, 2, ..., 𝑆𝑙 } is the query patch, where 𝑆𝑙 = 𝑇𝑙 × 𝐹𝑙 .
For each query, the patch at the corresponding spatial location on
the feature map ℎ̂𝑙 is ‘positive’ and the non-corresponding patches
within the feature map as ‘negative’. The positive patch is referred
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Figure 6: A sample question for MOS study test (Part2) for SteerMusic+.

Table 1: Model comparison on personalized music instrument transfer (SteerMusic+ uses the same personalized model as
DreamSound).

Method Concept FADCLAP ↓ FADViggish ↓ CQT-1 PCC ↑ LPAPS ↓ MFCCs COS ↑ CDPAM ↓
Textual inv. Guitar 0.565 2.464 0.148 5.341 0.666 0.813
DreamSound Guitar 0.683 3.454 0.247 4.949 0.647 0.739
SteerMusic+ Guitar 0.358 0.398 0.425 3.963 0.637 0.711
Textual inv. Ocarina 0.490 1.706 0.184 5.261 0.094 0.998
DreamSound Ocarina 0.714 2.063 0.347 4.976 -0.097 0.922
SteerMusic+ Ocarina 0.341 0.385 0.493 3.913 0.045 0.919
Textual inv. Bouzouki 0.450 1.739 0.193 5.274 0.576 0.452
DreamSound Bouzouki 0.577 1.309 0.385 4.750 0.761 0.441
SteerMusic+ Bouzouki 0.358 0.651 0.439 4.165 0.773 0.440
Textual inv. Sitar 0.526 1.660 0.206 5.218 0.297 0.376
DreamSound Sitar 0.770 2.969 0.230 5.303 0.772 0.279
SteerMusic+ Sitar 0.450 0.755 0.266 4.509 0.830 0.229



Figure 7: Ablation study of SteerMusic analyzing the trade-off between style correspondence (CLAP) and source music content
consistency (LPAPS) under varying classifier-free guidance (CFG) values under 400 optimization steps. Results are shown for
three levels of weight scaling on the weighting function𝑤 (𝑡 ): 1×, 2×, and 5×. Increasing CFG improves alignment with the target prompt
(higher CLAP) but often at the cost of higher LPAPS, indicating reduced structural fidelity to the source. In our experiment, we use CFG=30
with 2 times𝑤 (𝑡 ).

Figure 8: Ablation study of SteerMusic+ analyzing the trade-off between style correspondence and source music melody
consistency under varying classifier-free guidance (CFG) values under 400 optimization steps. Increasing CFG values push the
edited result closer to the target concept with lower CDPAM; however, it also causes loss source music content (e.g., melody) with higher
LPAPS and lower CQT-1 PCC socre.

as ℎ̂𝑠
𝑙
and the other patches as ℎ̂𝑆𝑙 \𝑠

𝑙
). The additional PatchNCE loss

function is formally defined as

LPatchNCE(𝑥, 𝑥𝑠𝑟𝑐 ) = Eℎ[
∑︁
𝑙

∑︁
𝑠

ℓ(ℎ𝑠
𝑙
, ℎ̂𝑠

𝑙
, ℎ̂

𝑆𝑙 \𝑠
𝑙

)] (12)

ℓ(ℎ,ℎ+, ℎ−) = −log(
exp(ℎ · ℎ+/𝜏)

exp(ℎ · ℎ+/𝜏) + exp(ℎ · ℎ−/𝜏)
) (13)

where exp(ℎ · ℎ+/𝜏) is positive sample that with the same patch
location, exp(ℎ · ℎ−/𝜏) is negative sample with mismatched spatial
location in the self-attention features, 𝜏 is a temperature parameter
as 𝜏 > 0. Following [12], the gradient of LPatchNCE(𝑥, 𝑥𝑠𝑟𝑐 ) loss will
propagate to the hidden state of self-attention layers ℎ to regularize
LDDS to have overall content consistency between 𝑥 and 𝑥𝑠𝑟𝑐 .

The function of LPatchNCE(𝑥, 𝑥𝑠𝑟𝑐 ) in SteerMusic is fundamen-
tally different to LPcon loss proposed in SteerMusic+, where in this
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Figure 9: More visualization comparison between SteerMusic+ and baseline methods on personalized genre transfer. SteerMusic+
successfully preserve the vocal content in the source music while perform precise personalized genre transfer.

Table 2:Model comparison on personalizedmusic genre transfer (SteerMusic+ uses the same personalizedmodel as DreamSound)

Method Concept FADCLAP ↓ FADViggish ↓ CQT-1 PCC ↑ LPAPS ↓ CDPAM ↓
Textual inv. Morricone 0.496 2.149 0.253 4.815 0.609
DreamSound Morricone 0.720 4.309 0.289 5.093 0.469
SteerMusic+ Morricone 0.312 0.518 0.459 3.896 0.465
Textual inv. Reggae 0.446 1.928 0.199 5.062 0.804
DreamSound Reggae 0.657 3.276 0.312 5.309 0.700
SteerMusic+ Reggae 0.432 0.801 0.319 4.416 0.705
Textual inv. Sarabande 0.466 1.778 0.251 5.079 0.815
DreamSound Sarabande 0.814 3.732 0.265 5.070 0.616
SteerMusic+ Sarabande 0.333 0.398 0.398 3.997 0.573
Textual inv. Hiphop 2.868 1.545 0.293 4.607 0.832
DreamSound Hiphop 2.280 4.288 0.258 5.209 0.702
SteerMusic+ Hiphop 2.078 0.553 0.389 4.139 0.701

setting, we calculate contrastive loss between two self-attention fea-
tures come from the same diffusionmodel with respect to the spatial
location. This additional loss serves the same function as themethod
proposed by [12], which helps to enhance the sourcemusic structure
consistency during editing. Since we used a spectrogram-based text-
to-audio diffusion model, the source music structture consistency
here represents the structure consistency in Mel-spectrogram.

5.3 Experimental Results
We make comparison between SteerMusic and the proposed two
additional adaptations in above subsections. Table 3 presents a
performance comparison between the original SteerMusic method
proposed in the main text and variants, denoted as SteerMusic⋄
and SDS. SteerMusic⋄ incorporates an additional contrastive loss
introduced by [12] to further enhance melody preservation in the
source music.

Although SDS achieves the highest CLAP score compared to
SteerMusic and SteerMusic⋄ , its significantly lower CQT-1 PCC and

LPAPS scores indicate a failure to preserve sourcemusic consistency.
This result consists to the finding in image editing domain [6],
which SDS suffers blurry issue and make the edited results difficult
to preserve original content. Additionally, SDS yields significantly
higher FAD scores, further indicating lower audio quality in the
edited results.

In SteerMusic⋄ , the inclusion of theLPatchNCE(𝑥, 𝑥𝑠𝑟𝑐 ) loss helps
maintain the structural characteristics of the source music in the
edited outputs, as evidenced by a higher CQT-1 PCC score and
lower LPAPS score. However, this comes at the cost of a reduced
CLAP score, suggesting that the edited outputs may be less aligned
with the target prompt. This implies that SteerMusic⋄ produces less
perceptible edits, leaning the outputs closer to the original music.
These results indicate a failed adaptation of the Contrastive Denois-
ing Score (CDS) [12], originally proposed for the image domain, to
the music editing task. One possible explanation is that enforcing
stronger structural consistency in the Mel-spectrogram constrains
frequency-domain edits, leading to reduced editing accuracy. En-
forcing structural consistency like LPatchNCE(𝑥, 𝑥𝑠𝑟𝑐 ) further push



Table 3: Model comparison between SteerMusic and other score distillation adaptation methods on different music style transfer 
sub-tasks. SteerMusic⋄ represents the results with extra LPatchNCE(𝑥, 𝑥𝑠𝑟𝑐 ) defined in Eq. 12 in the SteerMusic.

Method Task FADCLAP ↓ FADViggish ↓ CQT-1 PCC↑ CLAP ↑ LPAPS ↓
SDS Change instrument 2.178 1.821 0.294 0.267 4.938

SteerMusic Change instrument 0.257 0.313 0.429 0.269 4.291
SteerMusic⋄ Change instrument 0.277 0.432 0.685 0.236 3.435

SDS Change genre 2.529 2.476 0.233 0.268 5.028
SteerMusic Change genre 0.278 0.397 0.439 0.249 4.013
SteerMusic⋄ Change genre 0.259 0.551 0.647 0.221 3.474

SDS Change mood 2.801 1.764 0.284 0.277 4.784
SteerMusic Change mood 0.275 0.315 0.521 0.273 3.145
SteerMusic⋄ Change mood 0.273 0.313 0.644 0.272 3.396

SDS Change background 2.152 2.122 0.273 0.268 4.877
SteerMusic Change background 0.312 0.521 0.564 0.243 3.402
SteerMusic⋄ Change background 0.310 0.832 0.702 0.242 3.388

SDS Overall 2.410 2.061 0.270 0.270 4.918
SteerMusic Overall 0.278 0.381 0.480 0.259 3.772
SteerMusic⋄ Overall 0.278 0.524 0.669 0.241 3.428

the edited output too close to the source music, suppressing neces-
sary changes in frequency domain, such as timbre and rhythm, that
are essential for aligning with the target prompt for style transfer
editing.

Compared to both adaptations, SteerMusic achieves a better
balance between source music consistency and edit fidelity, demon-
strating its effectiveness in the music editing domain.
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